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December 5, 2019 
 
Dear Members of the Awards Committee, 
 
I am writing this letter to express my strongest support for the nomination of Prof. Anima Anandkumar 
for the 2020 “Albert Einstein” World Award of Science. Prof. Anandkumar is currently a Bren professor 
at Caltech in the computing and mathematical sciences department. She also is a director of machine-
learning research at NVIDIA.   
 
Prof. Anandkumar’s foundational contribution to the field of artificial intelligence is the class of tensor 
algorithms first proposed in her seminal 2014 paper. Tensors are central for effectively processing 
multidimensional and multimodal data, and for achieving massive parallelism in large-scale AI 
applications. The tensor algorithms proposed by Prof. Anandkumar are fundamentally, a new class of AI 
algorithms. They are the first theoretically guaranteed methods for solving a broad range of problems in 
unsupervised, supervised, and reinforcement learning. Building on these strong foundations, Prof. 
Anandkumar has also found great success in making these algorithms practical. She productionized these 
tensor algorithms at Amazon Web Services, making them the most scalable algorithms for document 
categorization and probabilistic modeling available on the cloud. 
 
I strongly believe that the machine-learning techniques developed by Prof. Anandkumar will 
revolutionize protein engineering.  Protein engineering is a notoriously challenging task, as the space of 
protein sequences is too large to be searched exhaustively. While generic deep learning has shown some 
preliminary gains, I believe that tensor frameworks developed by Prof. Anandkumar will be far more 
effective in handling this complex high-dimensional domain. We have started an ambitious 
interdisciplinary collaboration with Prof. Anandkumar and multiple faculty in biology and chemistry to 
explore these research directions. I expect that this will to lead to transformative advances, resulting in 
reduction of our experimental costs by 1000x or more, and impacting a broad range of applications from 
sustainable chemistry and biofuels to biomedicine and biosensors. 
 
In summary, Prof. Anandkumar belongs to a rare breed of researchers whose contributions span a broad 
spectrum: building novel foundations for AI, transforming the practice of AI, and also promoting fairness 
and democratization of AI.  I consider her a superb candidate for this prestigious award. 
 
Sincerely, 

 

Frances Hamilton Arnold, PhD 
Linus Pauling Professor of Chemical Engineering, Bioengineering and Biochemistry 
 
FHA:cn 
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December 10, 2019

2020 Albert Einstein World Award of Science Committee
Dear Award Committee

I am writing in support of Professor Anima Anandkumar’s nomination for
the 2020 “Albert Einstein” World Award of Science. Professor Anandkumar
has made pioneering contributions in large scale machine learning, contri-
butions that are innovative, have had an enormous impact on the research
field, and are likely to have an enormous impact in the near future in the
many application areas where machine learning has become a critical technol-
ogy. Her contributions are in the development of tensor methods, which are
computationally e�cient estimation methods for complex statistical models.
Let me give some background to explain the significance of her work. In
using data to make e↵ective decisions, there are three critical steps: decid-
ing on a model for the phenomenon of interest, using data to estimate the
parameters of that model, and using the estimated parameters to make de-
cisions (whether they be hypothesis tests or other kinds of predictions). In
models in which all of the relevant random variables can be observed, pa-
rameter estimation is typically very straightforward. Maximum likelihood
estimation, for instance, involves the solution of an optimization problem
that is often convex. However, when a model involves variables that are not
observed, parameter estimation becomes computationally di�cult. Models
with hidden variables are ubiquitous, because they often allow an accurate
but parsimonious representation for natural phenomena. For instance, in
density estimation, mixtures of Gaussians (where the variable representing
from which mixture component an individual datum was drawn) are a flexi-
ble and widely used model that is appropriate for vector data that occurs in
multiple clusters. In information retrieval, topic models for documents have
become popular; these hypothesize the presence of unobserved variables rep-
resenting the mix of topics contained in a document. In speech recognition,
hidden Markov models use hidden variables to model the state of the vocal
tract throughout an utterance; these models have been very widely applied.



Prior to Prof Anandkumar’s work, the state of the art for estimation of
model parameters in problems involving hidden variables was the expecta-

tion maximization (EM) algorithm, a heuristic developed in the second half
of the twentieth century for finding a local maximum of the likelihood. But
like many local optimization procedures for nonconvex objectives, there is
no guarantee that EM will lead to an e↵ective estimate. In a series of pa-
pers with a variety of collaborators, Prof Anandkumar’s work took a di↵er-
ent approach: instead of the classical approach of maximizing likelihood in
these problems, she developed methods for finding parameters that match
the moments (expectations, variances, and higher moments) of the observed
random variables. Such methods had been considered since the early twen-
tieth century for simpler statistical problems but have been largely ignored,
because their asymptotic variance is worse than that of maximum likelihood.
But they have an enormous advantage in large scale problems, because they
can often be computed e�ciently. This means that an estimate with well-
quantified properties can be obtained with a small amount of computation,
whereas no such guarantees are known for heuristics like EM. Prof Anand-
kumar developed tensor methods of this kind for a variety of important sta-
tistical models, and introduced e�cient algorithms for these methods. This
advance has applications across the enormous and diverse range of scientific
and technological areas where probabilistic modelling is used.

It is clear from her long list of awards and grants that Prof Anandkumar’s
work is already widely viewed as pioneering. I give her my strongest recom-
mendation for this award.

Please let me know if you require any more information.

Sincerely

Peter L. Bartlett
Professor, Computer Science Division and Department of Statistics
Associate Director, Simons Institute for the Theory of Computing
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To Whom It May Concern: 

I am pleased to write this strong letter of recommendation for Animashree Anandkumar who is being 
considered for the Albert Einstein World Award of Science.  I have known Anima for many years having 
seen her regularly but infrequently at conferences, research visits, etc.  We have never collaborated 
together on research, nor ever been colleagues at the same institution. 

For many years, Anima's research focused on the study of latent-variable models.  These are a broad 
class of statistical models used in countless applications to understand data of many different varieties, 
including speech signals, visual images, text data, social networks, and many more.  Such models include 
hidden Markov models, mixtures of Gaussians, latent Dirichlet allocation models, and Bayesian 
networks, to name just a few.  Although used ubiquitously in practice, algorithms for inferring such 
models typically could not be proved mathematically to be effective in a general sense -- that is, until 
the work of Anima and her collaborators.  Over a period of several years, this team of researchers, with 
Anima acting as a core leader, developed a new and quickly-growing family of algorithms that they 
proved theoretically to be effective under general conditions.  Their novel approach was based on a 
deep, elegant, unified and versatile set of methods centered on computing moments and tensor 
decompositions.  Although mathematically sophisticated, their methods are efficient and potentially of 
long-term practical importance. 

I regard this work as a breakthrough, truly inspiring, and very high impact.  It also turned out to be an 
extremely fruitful direction for research, as evidenced by the numerous papers produced in this area 
by Anima and others (and generally published in the very best and most selective venues in the field).  
Anima's record in this area has been particularly stunning in terms of her steadfast determination to 
grow this idea into a well-developed subfield.  Over the years, she methodically expanded the range of 
problems that can be provably handled using this approach, while at the same time remaining focused 
on practical considerations, including the development of usable software. 

In recent years, Anima's interests have continued to expand in a remarkable way to encompass an 
amazing array of important machine-learning topics, including neural nets, time series, reinforcement 
learning, and game-playing.  In many cases, she has shown how tensors and related methods, her area 
of particular expertise and leadership, can be applied, generally in a highly-principled way. 

http://www.bing.com/maps/default.aspx?q=641+Avenue+Of+The+Americas%2c+New+York%2c+NY+10011&mkt=en&FORM=HDRSC4
http://www.bing.com/maps/default.aspx?q=641+Avenue+Of+The+Americas%2c+New+York%2c+NY+10011&mkt=en&FORM=HDRSC4
http://www.bing.com/maps/default.aspx?q=641+Avenue+Of+The+Americas%2c+New+York%2c+NY+10011&mkt=en&FORM=HDRSC4
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Anima is an extremely active and high-energy researcher with a passionate and unusually well-focused 
research program.  She has also been tremendously successful in working with students as well as her 
many collaborators around the world.  Her work has been recognized with prestigious fellowships, 
multiple best paper awards, etc. 

In sum, Anima's research is important, timely, bold, high-impact, broad yet well-focused, and very 
original.  I recommend her strongly. 

 

  
       Sincerely, 
 
 
 
       
 
 
       Robert Schapire 
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Resume of Anima Anandkumar 
Albert Einstein Prize 

 
Anima Anandkumar is a Bren professor at Caltech in the Computing and Mathematical 

Sciences (CMS) department. She is the youngest named chair professor at Caltech, the highest 
honor the university bestows on an individual faculty.  She is also the director of machine-
learning (ML) research at NVIDIA.  

Prof. Anandkumar’s primary contribution to the field of artificial intelligence (AI) is the 
class of tensor algorithms, first proposed in her seminal 2014 paper. Prof. Anandkumar 
developed an entirely new class of learning algorithms that incorporate tensors. She laid the 
theoretical foundation for guaranteed solutions to a broad range of problems in unsupervised, 
supervised, and reinforcement learning using tensor algorithms.   

 
Historical Perspective: Prior to Prof. Anandkumar’s seminal work, tensors were not even on 
the “radar” of ML researchers. They were not considered a viable tool for machine learning. 
Fast forward today, tensors are ubiquitously associated with machine learning.  For instance, 
TensorFlow is the most popular framework for AI and Tensor Cores are the programmable 
cores in NVIDIA GPUs, which is the primary platform for AI. This is just the beginning of a 
tensor revolution; currently these frameworks support only a small set of tensor operations, 
and there is rapid progress in expanding them. 

In 2012, Prof. Anandkumar started focusing on the problem of learning latent variable 
models. This is a form of unsupervised learning, and it is considered as one of the hardest 
problems since there is no supervision or labels available at the time of training.  The goal is 
to design algorithms that can automatically extract hidden or latent factors from data.  

There are mainly two classes of algorithms for unsupervised learning. One is expectation 
maximization (EM), an iterative local search approach that alternates between estimating 
model parameters and configuration of hidden variables. However, in high dimensions, EM 
is prone to failure and tends to be far from the optimal solution. Hence, EM is expensive and 
does not guarantee good solutions. 

The other approach is the class of matrix methods which use efficient linear-algebraic 
routines such as spectral decomposition. A popular example is the principal component 
analysis (PCA), where the principal directions of the data covariance matrix is used to filter 
out noise. More generally, these matrix methods attempt to find the latent subspaces which 
can fit the observed data well. 

In 2012, Prof. Anandkumar was beginning to understand the limits of such matrix 
methods. In PCA, only second order moments (covariance) of data are used. Prof. 
Anandkumar started thinking about using higher order moments for learning. She realized 
that tensors are a natural approach for expressing them.  This led her to pose further questions:  
how much more information is present in these higher order moments? how can they help us 
learn about the underlying latent factors? Since the size of these moments grows 
exponentially, how can we still process them efficiently? 
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The answers to the above questions are not straightforward. In fact, there have been 
strong arguments against the use of tensors in learning and computational problems. But 
Prof. Anandkumar recognized that many things were now on her side: we now have access 
to enormous amounts of data. Parallel computing, which is at the heart of modern 
computing revolution, is ideal for scaling up tensor operations. Hence, she realized the 
untapped potential of tensors for solving AI problems. 

Prof. Anandkumar established the first theoretical guarantees for unsupervised learning 
of a broad class of latent variable models using tensor methods. She showed that these 
methods enjoy low computational and sample complexity, meaning that they require a 
limited amount of data and computation for learning.  In her theory, she characterized 
conditions under which these methods succeed in finding the globally optimal solution, and 
they turn out to be mild and reasonable for most AI problems. Hence, these are the first 
methods to guarantee unsupervised learning of latent variable models.  
 
Impact on Applications: Prof. Anandkumar helped build these tensor algorithms into 
Amazon SageMaker and Amazon Comprehend frameworks, the most scalable publicly-
available software for document categorization and probabilistic modeling. It offers at least 
10x speed improvement over state-of-art. These cloud services are used by tens of thousands 
of customers. She also helped develop an open source framework TensorLy. It integrates 
tensor-algebraic operations with popular deep learning frameworks. At NVIDIA, the new 
CuTensor library provides computational primitives for tensor operations on GPUs. They 
lay the foundation for parallelizing tensor algorithms at scale. Thus, Prof. Anandkumar has 
had a tremendous impact on AI applications in a short period of time. 
 
Other Contributions: Prof. Anandkumar has invented a broad array of techniques for 
establishing theoretical guarantees for learning problems involving non-convex 
optimization. For example, she has shown that it is possible to have “free lunch”: algorithms 
that require significantly less communication for distribution AI training, but have strong 
theoretical guarantees for non-convex optimization. Recently, she has developed a novel 
guaranteed algorithm for competitive optimization, which involves multiple players who 
want to maximize their own objectives. The next leaps in machine learning will be critically 
dependent on efficient algorithms for competitive optimization. Thus, she is one of the rare 
researchers who is able to span between theoretical foundation and practical impact. 
 
The Future: AI is a trinity of data, algorithms, and compute infrastructure. Tensors will 
continue to play a central role in strengthening these ties among the three facets. As we 
collect richer multi-dimensional and multi-modal data, tensors are the natural data 
structures to store and manipulate them. Tensor algorithms that manipulate such data 
tensors will harness the most useful information effectively. On the computational front, 
with the end of Moore’s law, single threaded computing is no longer seeing rapid 
improvements in performance. This means having a strong reliance on parallel computing 
to speed up and scale up our algorithms. Tensor computations will enable higher parallelism 
due to their multi-dimensional nature. Thus, tensors will continue play a pivotal role in the 
ongoing AI revolution. 



Anima Anandkumar

California Institute of Technology
Computer & Mathematical Sciences,
Pasadena, CA, USA

Email: anima@caltech.edu

Homepage: http://tensorlab.cms.caltech.edu/users/anima/

Current Research Interests

Artificial intelligence and machine learning with a focus on deep learning, probabilistic models, optimization,
and tensor methods.

Current Appointments

Director of Machine Learning Research, NVIDIA, Santa Clara, CA. Since 2018

Bren Professor, CMS Dept., California Institute of Technology, Pasadena, CA. Since 2017

Previous Appointments

Principal Scientist, Amazon AI, Amazon Web Services (AWS), Palo Alto, CA. 2016 - 2018

Associate Professor, ICS Dept., University of California, Irvine, CA. 2016 - 2017

Assistant Professor, EECS Dept., University of California, Irvine, CA. 2010 - 2016

Visiting Researcher at Microsoft Research New England, Cambridge, MA. 2012 - 2012

Post-doctoral Associate at Massachusetts Institute of Technology, Cambridge, MA. 2009 - 2010

Education

Doctor of Philosophy in Electrical and Computer Engineering, Cornell University. 2009

Bachelor of Technology in Electrical Engineering, Indian Institute of Technology Madras. 2004

Awards and Honors

1. NYTimes GoodTech Award

2. Bren Named Chair Professorship at Caltech, 2017.

3. Expert network of World Economic Forum, 2017.

4. Google Faculty Research Award 2015.

5. AFOSR Young Investigator Award (YIP) 2015.

6. Alfred P. Sloan Research Fellowship 2014.

7. Microsoft Faculty Fellowship 2013.

8. ARO Young Investigator Award (YIP) 2013.

9. NSF CAREER Award 2013.

10. ACM SIGMETRICS 2011 Best Paper Award.

11. Best Thesis Award 2009 by ACM SIGMETRICS Society.
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Teaching

Foundations of Machine Learning (2018- ), Special topics in ML (2013,2015), Signals & Systems (2012-15),
Large-scale ML (2014), Stat. Learning Theory (2014), Estimation Theory (2011-15), Random Processes
(2010-11).

Scientific Leadership

Expert network of the World Economic Forum.

Chaired the committee on mapping AI progress at Global Governance of AI Roundtable (GGAR).

Scientific advisory committee for the Center for Autonomous Systems and Technologies (CAST) at Caltech.

Co-director of Decision, Optimization and Learning (Dolcit), Caltech.

Co-director of AI4Science initiative, Caltech.

Advisory Council for NORC, University of Chicago and ECE Department, Cornell University.

Judge for MIT Technology Review 35 under 35 and Forbes AI50.

PC for ICML 2012-19, NIPS 2014-18, AISTATS 2016, UAI 2013-14, SIGMETRICS 2014-16.

Action Editor for Journal of Machine Learning Research. Assoc. Editor for Harvard Data Science Review,
Assoc. Editor for IEEE Tran. on Signal Processing (2012-2014).

Workshop Chair for ICML 2017. Organizer of several workshops at ICML, NIPS, Fields institute, Dagstuhl.

Democratizing AI through NVIDIA inception program, cloud credit program at AWS and through sponsor-
ships of ML conferences, hackathons and student-run tech events.

Board of directors at GoBeyondResumes, a non-profit focusing on the goal to help create a true meritocracy
amongst the 50,000 students that will be graduating from US colleges with Computer Science degrees in
2019 and to help companies recruit based on skills, not resume keywords

Research Support (Current and Past)

1. Bren named professorship at Caltech.

2. DARPA Physics of AI, DARPA Purposeful Learning (Purple).

3. Research support from Raytheon and BMW.

4. Microsoft, Google and Adobe faculty fellowships.

5. Alfred. P. Sloan fellowship.

6. AFOSR and ARO Young Investigator Awards

7. NSF Career, NSF BigData, NSF CCF.
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Invited Talks, Podcasts and Media

Keynotes and Named Lectures

Top 50 Innovators, Royal Society, London, 2019.

UW Boeing Distinguished Lecture, 2019.

SIAM CSE plenary talk, 2019.

Michigan Institute of Data Science (MIDAS) Distinguished lecture, 2019.

Techfest, IIT Bombay, 2019.

Simons Institute Open Lecture, UC Berkeley, 2018.

TEDx, Indiana University, 2018.

Geekpark Rebuild, Chengdu, 2018.

Digital Innovation Forum, Taipei, 2018.

QS Caltech Innovator Series, NYC, 2018.

ACM India Joint Intl. Conf. on Data Science and Management of Data (CoDS-COMAD), 2018.

Global Mulan Forum and China Business Mulan Annual Meeting, Beijing, 2018.

EmTech China, MIT Technology Review, Beijing, 2018.

Data Science Annual Conference (DSCO), UCSF, 2017.

Information Theory and Applications, San Deigo, 2017.

Indaba Deep Learning, South Africa, 2017.

Podcasts

AI Podcast: Tensor Operations for Machine Learning with Anima Anandkumar. (Link)

Practical AI: Growing up to become a world-class AI expert. (Link)

Deep learning demystified Podcast. Experian 2018. (Link)

Deep learning that’s easy to implement and easy to scale. O‘Reilly podcast (Link)

O’Reilly Data Show Podcast: tensor decomposition techniques for machine learning. (Link)

In the News

Caltech Celebrates Newest Cohort of Named Professors. (Link)

NVIDIA Opening Core AI and ML Research Lab in Santa Clara - NVIDIA Developer News Center. (Link)

Story of Anima Anandkumar, the machine learning guru powering Amazon AI. Yourstory. (Link)

Teaching Machines How to Learn: An Interview with Animashree Anandkumar, Caltech, 2017. (Link)

Flying ambulances, space robots and the ethics of artificial intelligence. KPCC. (Link)

Global Governance of AI Roundtable - World Government Summit 2018. The Future Society. (Link)

Last updated: December 7, 2019

http://tensorlab.cms.caltech.edu/users/anima/Resume/CV.pdf
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List of 10 Significant Publications

Anima Anandkumar

Albert Einstein Award
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kumar, Yisong Yue, and Soon-Jo Chung. Neural lander: Stable drone landing control using learned
dynamics. In Proc. of ICRA, 2019.
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Majority Vote is Communication E�cient And Byzantine Fault Tolerant. In Proc. of ICLR, 2019.

[8] Kamyar Azizzadenesheli, Anqi Liu, Fanny Yang, and Animashree Anandkumar. Regularized learning
for domain adaptation under label shifts. In Proc. of ICLR, 2019.
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partial feedback. In Proc. of ICLR, 2019.
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tention in visual question answering. In Proc. of ECCV, 2018.
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python. Journal of Machine Learning Research, 20(26):1–6, 2019.
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[13] Ben Athiwaratkun, Andrew Gordon Wilson, and Anima Anandkumar. Probabilistic fasttext for multi-
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[14] Michael Tschannen, Aran Khanna, and Anima Anandkumar. Strassennets: Deep learning with a
multiplication budget. In Proc. of ICML, 2018.
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[16] signsgd: compressed optimisation for non-convex problems.
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Evaluation Expressions In Neural Programs. In Proc. of International Conference on Learning Repre-
sentation (ICLR), 2018.

1

http://www.caltech.edu/
mailto:anima@caltech.edu
http://tensorlab.cms.caltech.edu/users/anima/


[18] Ashish Khetan, Zachary C Lipton, and Animashree Anandkumar. Learning From Noisy Singly-labeled
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